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Abstract

The GRP (generalized Riemann problem) scheme, originally conceived for gasdynamics, is reformulated for the numer-
ical integration of the shallow water equations in channels of rectangular cross-section, variable width and bed profile,
including a friction model for the fluid–channel shear stress. This scheme is a second-order analytic extension of the
first-order Godunov-scheme, based on time-derivatives of flow variables at cell-interfaces resulting from piecewise-linear
data reconstruction in cells. The second-order time-integration is based on solutions to generalized Riemann problems at
cell-interfaces, thus accounting for the full governing equations, including source terms. The source term due to variable
bed elevation is treated in a well-balanced way so that quiescent flow is exactly replicated; this is done by adopting the
Surface Gradient Method (SGM). Several problems of steady or unsteady open channel flow are considered, including
the terms corresponding to variable channel width and bed elevation, as well as to shear stress at the fluid–channel inter-
face (using the Manning friction model). In all these examples remarkable agreement is obtained between the numerical
integration and the exact or accurate solutions.
� 2006 Elsevier Inc. All rights reserved.
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1. Introduction

Efficient and accurate mathematical simulations to the physically significant phenomena in a given flow sce-
nario are essential to modern hydraulic engineering. Of particular interest are flows in open channels of vary-
ing width with bottom topography and shear stress at the fluid–channel interface. Since a detailed description
of such flows by the equations of fluid mechanics is much too difficult, it is common practice to resort to the
Saint Venant shallow water approximation for their modeling. The one-dimensional system that models such
flows in channels of rectangular cross-section can be written as
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The notation for Eq. (1.1) is the following: (x, t) are the coordinate along the channel and the time; h(x, t) is the
water depth; u(x, t) is the velocity; b(x) is the channel width; g = 9.81 [m/s2] is the gravity acceleration;
S0 = �Z 0(x) is the bed slope, with Z(x) being the upward-pointing bed elevation. The flux function is split into
a conservative term F and a non-conservative term G. Finally, H is a source term combining the effects of
gravity and friction. According to a tradition in hydraulics, the friction term Sf that models the shear stress
at the channel–fluid interface is written in the form of a virtual bed slope (the consideration of a particular
Sf function is deferred to example 5.5).

For the numerical integration of (1.1) we propose the GRP scheme, originally developed for fluid dynamics,
which has been demonstrated to produce high-resolution simulations of shock wave phenomena (see [3] and
references therein). This Godunov-type scheme uses the van Leer [15] piecewise-linear reconstruction in cells
to evaluate mid-point fluxes from analytic solutions to generalized Riemann problems (GRP) at cell-inter-
faces. The resulting scheme constitutes a second-order extension of the (first-order) Godunov method, where
all spatial derivatives in the PDE are approximated by upwind differencing. Thus, the effect of variable channel
width is accounted for under the GRP discretization of the quasi-one-dimensional system (1.1), without
requiring special treatment of the source terms proportional to b 0(x), as for example, in [8] or [16]. Another
important feature of the GRP treatment of source terms concerns the evaluation of fluxes, as well as their
time-derivatives, at cell-interfaces. Here the homogeneous part of the governing equations is taken as that
of frictionless flow in a flat-bedded, constant-width channel. Consequently, the effects of variable channel
geometry and stress at channel walls are fully accounted for in the second-order component of the time-inte-
gration under the GRP conservation law scheme.

Numerical solution of the shallow water system with variable bottom topography raises the issue of main-
taining equilibrium in a state of quiescent flow. A centered-differencing of the bottom topography source term,
however, replicates the state of quiescent flow only to within a truncation error. The key idea for eliminating
this error, originally suggested by Bermúdez and Vázquez [4], is to employ an upwind differencing of the grav-
ity source term, resulting in ‘‘source term – flux gradient balancing’’. Vázquez-Cendón [16] later proposed an
upwind discretization of the gravity source term employing the Q-scheme of van Leer and Roe for the homo-
geneous part. LeVeque has proposed a scheme which balances the flux and bed slope terms, particularly for
quasi-steady problems. Zhou et al. [17] have taken these ideas one step further by introducing the SGM (Sur-
face Gradient Method) scheme that exactly replicates a quiescent state of the fluid in one or two space dimen-
sions, naming this capability the ‘‘Z-property’’. The key idea is a data reconstruction expressing the water
depth as h(x, t) = f(x, t) � Z(x), where f(x, t) is the water surface level. The SGM data reconstruction is readily
adapted to a Godunov-type scheme such as the one proposed here, and we have incorporated it in a way that
maintains the Z-property for both the first-order and the second-order terms of the GRP time integration.

GRP is a second-order accurate scheme based on solving generalized Riemann problems at cell-interfaces,
with data comprising linearly distributed states on either side. This IVP is solved analytically for the full sys-
tem (1.1), producing the fluxes and their time-derivatives at cell-interfaces. Thus, GRP is unique in that the
effects of the governing PDE (including source terms) are accounted for in both the first-order and the sec-
ond-order terms of the finite-difference integration. Our present GRP scheme for the shallow water system,
being an adaptation of the original fluid dynamical version [3], relies on a transformation to Lagrange coor-
dinates for the sake of the GRP analysis. Recently, a direct-Eulerian GRP version for the shallow water equa-
tions with bottom topography, which also possesses the previously mentioned Z-property, was proposed by Li
and Chen [13]. This version, unlike the present one, does not include the features of variable channel width
and friction model for shear stress at the channel–fluid interface, which have been included in formulating
the generalized Riemann problems in the present GRP scheme.
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The plan of the paper is as follows. In Section 2 we introduce the GRP finite-difference framework. In Sec-
tion 3 we present the GRP analysis for centered rarefaction waves (CRW) and shock waves that arise in the
solution to the (associated) Riemann problem at each cell-boundary point. This analysis leads to the solution
of the point-centered generalized Riemann problems in Lagrangian and Eulerian coordinates. In Section 4 we
present the implementation of the GRP analysis in an algorithmic way, by following the steps performed in a
single time-integration cycle. In particular, we specify the scheme modifications introduced to achieve the
aforementioned Z-property. In Section 5 we apply the GRP scheme to five examples, both steady and
unsteady, having diverse source terms. In all these examples the numerical results compare favorably with
the exact (or accurate) solutions, demonstrating that the GRP scheme replicates flow features such as shock
or rarefaction waves with high level of accuracy and resolution. We conclude by summarizing in Section 6 the
performance and novel aspects of our scheme. Finally, a proof of our scheme compliance with the Z-property
is given in Appendix A.

2. The GRP finite-difference scheme

The GRP (generalized Riemann problem) method has been originally developed for the fluid dynamical
equations, as a second-order analytic extension [1] of the (first-order) Godunov method. It possesses high-res-
olution shock-capturing capabilities, as has been demonstrated by numerous applications to the simulation of
diverse shock wave phenomena ([3], and references therein).

A Godunov-type scheme for numerical integration of the shallow water system (1.1) is formulated as fol-
lows. The (x, t) computation domain is divided into a uniform grid of increments (Dx,Dt). Cell i is the interval

xi�1
2
; xiþ1

2

h i
where xi�1

2
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The specific nature of the finite-difference approximation (2.1) is largely decided by the choice of algorithms
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The term Un
iþ1=2 and its time-derivative in (2.2) are obtained by solving at each cell-interface an IVP (initial

value problem) for (1.1) with the data approximated as piecewise-linear in cells and discontinuous at cell-inter-
faces. This idea was originally proposed by van Leer [15], leading to the fluid dynamical MUSCL method.
Roughly speaking, Un

iþ1=2 is obtained by solving an ‘‘associated Riemann problem’’ corresponding to the data
jump at cell-interface points, while the respective time-derivative is obtained by taking into account the slopes
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of data on either side of the cell-interface points, as well as all source terms in the governing equations. The full
analytic treatment of this extended IVP, referred to as a ‘‘generalized Riemann problem’’ [1,2], yields expres-
sions for the time-derivatives in (2.2) which for a c-law gas are given in terms of elementary functions. Based
on the well-known analogy between the shallow water and the fluid dynamical equations for isentropic flow of
a c = 2 ideal gas [6,11], the GRP scheme for shallow water may readily be obtained from the c-law gasdynam-
ical GRP (with a modified ‘‘isentropic shock’’ jump condition for the shallow water shock wave).

For the fluid dynamical system of three equations the solution to a Riemann problem consists of three
waves: a left-propagating wave, a right-propagating wave, and a contact discontinuity separating the two
waves. Each wave is either a shock or a centered rarefaction. The 1D shallow water system (1.1) consists
of two equations and hence has a two-wave Riemann solution: a left-propagating wave and a right-propagat-
ing wave, each one being either a shock (hydraulic jump) or a centered rarefaction. Therefore, the GRP for
shallow water may be formulated directly in Eulerian coordinates, rather than in the Lagrange framework
as in the original GRP method. Indeed, this Eulerian approach was recently proposed by Li and Chen [13],
who used Riemann invariants in the GRP analysis of shallow water equations with bottom topography,
but without variable width and friction. However, we propose to retain the Lagrange formulation for the shal-
low water GRP, albeit the absence of a contact discontinuity in the Riemann solution. The analytic complex-
ities of the two approaches are not markedly different, while the Lagrange formulation has the potential
advantage of natural extension to ALE (arbitrary Lagrange Euler) grid [10]. Such capability might be used,
for example, to compute a piston-driven channel flow, where the piston is presented by a moving Lagrangian
point.

The gravitational source term H in (1.1) raises an issue of ‘‘source term–flux gradient balancing’’ as pointed
out by Bermúdez and Vázquez [4]. The imbalance appears as truncation error in the case of an initial quiescent
flow state with varying bed elevation, since h(x, 0) is not uniform in that case. Following Zhou et al. [17] we
introduce the surface level variable f(z, t) = h(x, t) + Z(x), and incorporate the Surface Gradient Method
(SGM) [17] into the shallow water GRP scheme, so that quiescent flow is exactly replicated (i.e., the resulting
scheme possesses the Z-property, as it was named in [17]). This modification was also incorporated into the
direct-Eulerian GRP scheme of Li and Chen [13].
3. The GRP analysis

The extension of the finite-difference scheme (2.1) to second-order accuracy is based on solutions to general-
ized Riemann problems (GRP) at cell-interfaces. The required analysis is conducted in (local) Lagrange coor-
dinates, then transformed back to the Eulerian framework (in which the governing equation and finite-
difference approximation are formulated). Here we present, step by step, the necessary concepts and analytic
results, concluding with the expressions needed for evaluating the time-centered fluxes (2.2).
3.1. Governing equations in lagrange coordinates

Since the GRP analysis is conducted in Lagrange coordinates, we start by transforming the shallow water
system (1.1) into the Lagrangian framework. Let the Lagrange coordinate n be given by the differential
relation
dn ¼ bðxÞhðx; tÞdx; nð0Þ ¼ 0: ð3:1Þ
The Lagrangian time-derivative of a flow variable Q(n, t) = Q(x, t) is then given by
o

ot
Qðn; tÞ ¼ o

ot
Qðx; tÞ

����
x¼xðn;tÞ

þ uðn; tÞ o

ox
Qðx; tÞ

����
x¼xðn;tÞ

; ð3:2Þ
where x(n, t) is determined by the differential relation (3.1). The system (1.1) is then written in Lagrange coor-
dinates as
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The homogeneous part of (3.3) can be written as
oV

ot
þ oL

on
¼ 0; ð3:5Þ
where V(n, t) = [s(n, t), u(n, t)]T, L(V) = [�bu,bg/2s2]T.
The hyperbolic system (3.3) leads to the following differential relations along the characteristic lines C±
c2dh� jduþ ½ujkc� c3ðS0 � SfÞ�dt ¼ 0; along C� :
dn
dt
¼ �bj; ð3:6Þ
where c ¼
ffiffiffiffiffi
gh
p

is the shallow water wave speed and j = hc is the respective Lagrangian speed.

3.2. The Riemann problem (RP)

The Riemann problem is an IVP for the homogeneous system (3.5) that plays a central role in the analysis.
The data for an RP consists of any two uniform states V(n, 0) = VL for n < 0, V(n, 0) = VR for n > 0, separated
by a discontinuity at n = 0 (Fig. 1a). The solution to this IVP is self-similar, i.e., it depends on n/t rather than
on the two variables (n, t), and is denoted as V(n, t) = R(n/t;VL,VR). It is constructed in terms of two ‘‘elemen-
tary waves’’ as building blocks: a centered rarefaction wave (CRW) and a shock wave. Each wave corresponds
to a point on an ‘‘interaction curve’’, which is a relation u = u(h;h0,u0) between the post-wave values u,h, given
the pre-wave state (h0,u0), with the sign ± denoting propagation in the ±n direction. The interaction curves are
composed of two branches: a CRW branch with h < h0 and a shock branch with h > h0.

Integrating the homogeneous differential relations (3.6) along a C± characteristic curve yields (at t! 0+)
the following expression for the CRW branch
uðhÞ ¼ u0 � 2
ffiffiffi
g
p ðh1=2 � h1=2

0 Þ; ðh < h0Þ: ð3:7Þ

The shock interaction branch is obtained by considering the jump condition for (3.5), which is written as
~Sðs� s0Þ ¼ �ðu� u0Þb;
~Sðu� u0Þ ¼ b

g
2
ðs�1 � s�1

0 Þðs�1 þ s�1
0 Þ;
with ~S representing the (Lagrange) velocity of shock propagation. From these equations we get for the shock
velocity
Fig. 1. Initial data: (a) Riemann problem, (b) generalized Riemann problem.
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and for the shock branch of the interaction curve
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Note that while the Lagrangian shock velocity (3.8) depends on b(x), the shock interaction curve (i.e., the jump
condition) is independent of b(x). Moreover, the interaction curves are independent of the coordinate system,
and could have been derived from the Eulerian-frame system (1.1).

The solution to an RP is constructed by seeking two ‘‘elementary waves’’ separated by a mid-state
V* = [h*,u*] lying on both interaction curves:
u� ¼ uðh�; VLÞ ¼ uðh�; VRÞ: ð3:10Þ

The type of wave on either side is determined by whether the intersection point lies on a shock or a CRW
branch.

3.3. The generalized Riemann problem (GRP)

Of special interest to us is the GRP which is the IVP for (3.3) subject to the following initial data:
Vðn; 0Þ ¼
VL þ nV0L; n < 0;

VR þ nV0R; n > 0;



ð3:11Þ
where VL, VR define the initial discontinuity, and V0L;V
0
R are the slopes on either side (see Fig. 1b).

The first stage of solving a GRP at cell-interfaces is the solution to the associated Riemann problem,
namely the RP obtained by setting V0L ¼ V0R ¼ 0. We denote this (self-similar) solution by VA(n, t) =
RA(h; VL,VR), where h = n/t.

The basic assumption of the GRP analysis [3] is that the solution V(n, t) to the GRP at t! 0+ and n = ht

coincides with RA(h;VL,VR). At t > 0 V(n, t) evolves in a non-self-similar way, due to the slopes V0L, V0R in the
initial data (3.11), as well as to the source terms in (3.3).

The GRP solution we seek is the time-derivative oV(n, t)/ot at n = 0 and t! 0+. Or equivalently, the time-
derivatives of the mid-state u*(t), h*(t) at t! 0+, noting that in the GRP solution, unlike the self-similar RP
solution of (3.5), the mid-state evolves in time (see the schematic wave diagram in Fig. 2b for the GRP whose
associated RP solution is depicted in Fig. 2a).

The main result of the GRP analysis is that the time-derivatives oh
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, ou

ot
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� ��
¼ dR;

ð3:12Þ
Fig. 2. Solution to: (a) Riemann problem, (b) generalized Riemann problem.
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where aL, bL, dL depend solely on V�;VL;V
0
L; k; S0; Sf , and likewise aR, bR, dR depend solely on

V�;VR;V
0
R; k; S0; Sf . In the following sections we consider the GRP analysis for the two cases of shock wave

and CRW. To fix ideas, we assume that the left wave is a CRW and the right wave is a shock, and we first
consider the GRP analysis of the latter.

3.4. GRP analysis of a shock wave

Consider the GRP solution as depicted in Fig. 2b, where the right wave is a shock separating two smooth
non-uniform flow regions. Denote variables ahead of (resp. behind) the shock by Q+ (resp. Q). Parametrizing
the shock trajectory as n(h), t(h) with (n(0), t(0)) = (0, 0), the time-derivative of any flow variable Q(n(h), t(h))
along this trajectory is given by
dQ
dh
¼ oQ

ot
þ rðhÞ oQ

on

� �
t0ðhÞ; ð3:13Þ
where r is the Lagrangian shock velocity, given by (3.8). This expression for the time-derivative holds true for
flow variables on either side of the shock discontinuity.
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�; k; S0; Sf , we use the interaction-curve relation between the
variables on either side of a right shock (3.9), substituting (h0,u0) = (h+,u+). Since this relation holds for all
t > 0 along the shock trajectory, we apply the directional derivative (3.13) to the shock interaction curve
obtaining
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Using the shallow water equations (3.3), we replace the pre-shock time-derivatives by n-derivatives, and the
post-shock n-derivatives by time-derivatives, obtaining
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In the limit h! 0 we get Q+! QR, Q! Q*, b! b(0), oQ
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(3.15), and collecting terms for the three coefficients in (3.12), we finally get for a right shock
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This completes the GRP analysis for a right shock. The corresponding expressions for a left shock are readily
derived by subjecting (3.16) to the ‘‘symmetry reflection’’ u!�u, n!�n, t! t, so that uR, u0R, hR, h0R are
replaced by �uL, u0L, hL, �h0L, etc.
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3.5. GRP analysis of a centered rarefaction wave (CRW)

We reconsider the flow depicted in Fig. 2b, focusing this time on the left-propagating CRW. Unlike a shock
wave, a non-self-similar CRW is a continuous flow field for which there exists no ‘‘algebraic’’ relation between
the pre-wave and the post-wave states. Hence, deriving expressions for the coefficients aL, bL, dL in (3.12)
requires a detailed resolution of the CRW (see [1–3] for the gasdynamical case). In fact, in his pioneering sec-
ond-order extension to the Godunov method, van Leer [15] circumvented this analysis by resorting to an
approximation where a CRW is treated as a ‘‘rarefaction shock’’. This approximation, however, is restricted
to weak rarefaction waves (see the analysis in [3, Appendix D]).

Recalling the aforementioned analogy between the shallow water equations and the equations for isentro-
pic flow of an ideal gas, the CRW solution could be obtained by substituting c = 2 in the respective gasdynam-
ical solution. However, while this would include the cross-section area term (corresponding to the width b(x)
here), it would leave out the bed slope and friction terms, for which there is no analogy in the gasdynamical
case. We therefore repeat the GRP analysis for a shallow water CRW including, in particular, the treatment of
the bed slope and friction terms. For a detailed discussion of the gasdynamical CRW analysis we refer the
reader to [2,3].

Referring to Fig. 3, we set up the characteristic coordinates (a,b) which map the singular (n, t) domain into
a full rectangle in the (a,b) plane. The coordinate b is defined as the normalized slope of C� at n = 0, i.e.,
b = j/jL. In particular, b = 1 on the head characteristic, b* = j*/jL on the tail characteristic. The character-
istic coordinate a along a given C+ curve is the value of the n-coordinate at the intersection of C+ with the
head C� characteristic (b = 1). Under this setup, a = 0 coincides with the singularity (n, t) = (0,0) and the tri-
angular sector of the CRW shown in Fig. 3 is mapped onto the rectangular domain:
D � ½ða; bÞ; �a 6 a 6 0; 0 < b� 6 b 6 1�: ð3:17Þ

Our objective here is to derive expressions for directional derivatives of flow variables at the singularity
oQ
oa ð0; bÞ for (b* 6 b 6 1). For that, all variables, including the coordinates n, t, are expressed as functions
of a, b 2 D, and evaluated at the singularity a = 0. We start by rewriting the characteristic directions (3.6)
in terms of (a,b) as
on
oa
¼ �bj

ot
oa
;

on
ob
¼ þbj

ot
ob
:

ð3:18Þ
Differentiating the first equation with respect to b and the second with respect to a, and noting that at a = 0
the channel width is b(0,b) = b(0) and ot

ob ð0; bÞ ¼ ob
ob ð0; bÞ ¼ 0, we obtain
ot
oa
ð0;bÞ ¼ � 1

bð0ÞjL

b�1=2; and
o

oa
ot
ob

� �
ð0;bÞ ¼ 1

2bð0ÞjL

b�3=2: ð3:19Þ
Fig. 3. Characteristic coordinates mapping of a left-facing CRW.
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Here we have also used the relations h(0,b) = hLb2/3, c(0,b) = cLb1/3, which follow directly from the defini-
tions c = (gh)1/2, j = hc, b = j/jL.

Next we derive the directional derivative of u at the singularity, denoted by aðbÞ ¼ ou
oa ð0; bÞ. First we rewrite

relations (3.6) as
c2 oh
oa
� j

ou
oa
þ ½ucjkþ c3ðS0 � SfÞ�

ot
oa
¼ 0 along C�;

c2 oh
ob
þ j

ou
ob
þ ½ucjk� c3ðS0 � SfÞ�

ot
ob
¼ 0 along Cþ:

ð3:20Þ
Then we eliminate the derivative oh
oa ð0; bÞ by differentiating the first relation in (3.20) with respect to b and the

second with respect to a, taking the difference at a = 0. Noting that at a = 0 we have ok
ob ¼

oS0

ob ¼ 0, and using

once more the characteristic relations (3.20), we get after some algebraic manipulations the following expres-
sion for a 0(b)
a0ðbÞ ¼ � k
2bð0ÞjL

b�1=2 o

ob
½uð0;bÞcð0; bÞ� þ cL

2bð0Þh2
L

S0b
�3

2 þ b
1
2

o

ob
Sf

b

� �� �
: ð3:21Þ
This relation is supplemented by knowledge of a(1) to yield a unique solution for a(b). To evaluate a(1) we use
the fact that on the head characteristic C� a(1) is given solely by the initial conditions at n! 0�. By the chain
rule
að1Þ ¼ ou
oa
ð0; 1Þ ¼ ou

on
on
oa
ð0; 1Þ þ ou

ot

� �
L

ot
oa
ð0; 1Þ:
Using (3.19) for the a-derivatives of n, t, and (3.3) to replace the t-derivative of u by its n-derivative we get
að1Þ ¼ u0L þ
c2

L

jL

h0L �
g

bð0ÞjL

ðS0 � SfÞL: ð3:22Þ
Performing the integration of elementary functions in (3.21) we get the following expression for a(b)
aðbÞ ¼ að1Þ �
Z 1

b
a0ð�bÞd�b

¼ u0L þ
c2

L

jL

h0L þ
k

bð0ÞhL

½uL þ 2cL� b�
1
6 � 1

� �
þ 4kcL

bð0ÞhL

b
1
6 � 1

� �
� cL

bð0Þh2
L

S0b
�1

2

þ cL

2bð0Þh2
L

SfðhL; uLÞ þ b�
1
2SfðhðbÞ; uðbÞÞ þ

1

2

Z 1

b

�b�
3
2Sfðhð�bÞ; uð�bÞÞd�b

� �
: ð3:23Þ
The finite integral on the right side of (3.23) depends on the specific model for Sf, and generally has to be
evaluated numerically. It is often adequate, however, to approximate this finite integral for 1 � b*� 1 by the
mean-value estimate
Z 1

b�
b�

3
2SfðhðbÞ; uðbÞÞdb 	 1

2
ð1� b�Þ SfðhL; uLÞ þ ðb�Þ�

3
2Sfðhðb�Þ; uðb�ÞÞ

h i
: ð3:24Þ
Indeed, in a typical test case (see Section 5.5) it was found that for all times and at all points 1 � b* < 0.03.
Once aðbÞ ¼ ou

oa ð0; bÞ is known, the corresponding characteristic slope for h, oh
oa ð0; bÞ is obtained using the

characteristic relations (3.20)
oh
oa
ð0; bÞ ¼ hð0; bÞ

cð0; bÞ aðbÞ � ½khð0; bÞuð0; bÞ þ cð0; bÞðS0 � SfÞ�
ot
oa
ð0; bÞ ð3:25Þ
with ot
oa given by (3.19).

Having obtained expressions for the a-derivatives of u(0,b) and h(0,b) in the CRW, we are now in position
to derive the coefficients aL, bL, dL. Applying the chain rule to the a-derivative of h along the C� tail charac-
teristic, we get
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oh
oa
ð0;b�Þ ¼ oh

on

� ��
on
oa
ð0; b�Þ þ oh

ot

� ��
ot
oa
ð0;b�Þ: ð3:26Þ
Using (3.3) to replace the n-derivative by t-derivative, and (3.19) for the a-derivatives of n and t, produces the
expression
oh
oa
ð0;b�Þ ¼ � 1

bð0ÞjLb�1=2

oh
ot

� ��
þ � ou

ot

� ��
þ gðS0 � S�f Þ

� �
b�1=2

bð0Þc�2
: ð3:27Þ
We now eliminate oh
oa ð0; b

�Þ between (3.27) and the relation (3.6) along the C� tail characteristic, obtaining
ou
ot

� ��
þ ðc

�Þ2

j�
oh
ot

� ��
¼ � j�bð0Þ
ðb�Þ1=2

ou
oa

� ��
� ku�c� þ g � ðc

�Þ3

j�

" #
ðS0 � S�f Þ: ð3:28Þ
Using the definitions of j, c and the relation c(0,b) = cLb1/3, it is easily demonstrated that the term propor-
tional to (S0 � Sf) is identically zero. Hence we get for the left coefficients
aL ¼ 1; bL ¼
c�

h�
; dL ¼ �jLðb�Þ1=2bð0Þaðb�Þ � ku�c�; ð3:29Þ
where a(b*) is given by (3.23). This completes the GRP analysis for a left CRW. The corresponding expres-
sions for a right CRW are readily derived by subjecting (3.29) to the ‘‘symmetry reflection’’ u!�u, n!�n,
t! t, so that uL, u0L, hL, h0L are replaced by �uR, u0R, hR, �h0R, etc.

3.6. Back to the Eulerian framework

From the six coefficients aL,bL,dL,aR,bR,dR (evaluated as explained above) the time-derivatives of u and h

at n = 0, t! 0+ in the Lagrangian coordinates are calculated by solving the linear system of equations (3.12).
Recalling that the governing equations and their finite-difference approximation (1.1), (2.1) are in Eulerian
coordinates, we must seek the corresponding derivatives along the cell-interface point x = 0 in the Eulerian
frame of reference. By (2.2) these are the main building blocks of the GRP numerical scheme. The determi-
nation of these derivatives depends on the relative position of the line x(n, t) = 0 at n = 0 and t! 0+, with
respect to the (n, t) trajectories of the waves in the solution to the associated Riemann problem. For the par-
ticular wave-pattern shown in Fig. 2, the line x = 0 is located in one of the six sectors (m = 1,2,3,4,5,6) shown
in Fig. 4 (sector m = 5 is absent since it can exist only within a CRW, and the right wave in this case is a shock).
Sectors m = 1,6 are to the left or to the right of the respective waves; each one of the sectors m = 3,4 (separated
by the particle path n = 0) is the mid-state between the left-propagating and the right-propagating waves. The
distinction between sectors m = 3 and m = 4 is required for the SGM modification to be discussed later. Sector
m = 2 is a left CRW, and sector m = 5 is a right CRW (not shown in Fig. 4).

In sectors m = 1,3,4,6, referred to as ‘‘non-sonic’’ cases, the Eulerian time-derivatives are obtained using a
(n, t)! (x, t) transformation. For the ‘‘sonic’’ cases (m = 2,5) the n, t derivatives are unbounded at
Fig. 4. Image of x = 0 line in (n, t) solution to associated RP.
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(n, t) = (0, 0), and the Eulerian time-derivatives must be obtained using the characteristic coordinates that
resolve the CRW. Hence, in the following the sonic and non-sonic cases are treated separately.

3.6.1. Nonsonic case
In the (n, t) plane the line x = 0 is represented by the curve n = n(t), n(0) = 0, obtained by differentiating the

identity x(n(t), t) = 0 and using definition (3.1),
n0ðtÞ ¼ �bð0Þhðn; tÞuðn; tÞ; nð0Þ ¼ 0: ð3:30Þ

For any flow variable Q, the transformation Q(n, t)! Q(x, t) at the cell-interface point (x, t) = (0, 0+) is given
by
oQ
ot

� �
0

¼ oQðx; tÞ
ot

����
x¼0;t¼0þ

¼ oQðn; tÞ
ot

� bð0Þhð0; tÞuð0; tÞ oQðn; tÞ
on

� �
n¼nðtÞ;t¼0þ

; ð3:31Þ
where n = n(t) is the parametric representation (3.30) of the cell-interface point x = 0.
When x = 0 is in sectors m = 3,4, the time-derivatives are
oQ
ot

� �
0

¼ oQ
ot

� ��
� bð0Þh�u� oQ

on

� ��
; ð3:32Þ
where (Æ)* denotes mid-state (sectors m = 3,4) variables, taken as functions of (n, t). Applying (3.32) to the vari-
ables u,h, and using the (Lagrange) governing equations (3.3) to replace n-derivatives by t-derivatives, we ob-
tain (for x = 0 in Sectors m = 3,4) the following expressions:
ou
ot

� �
0

¼ ou
ot

� ��
þ u�

h�
oh
ot

� ��
þ kðu�Þ2;

oh
ot

� �
0

¼ oh
ot

� ��
þ u�

g
ou
ot

� ��
� u�ðS0 � SfÞ�:

ð3:33Þ
If x = 0 is in sectors m = 1 or m = 6, the time-derivatives are obtained directly from the transformation (3.31)
and the governing equations (3.3).
ou
ot

� �
0

¼ �bð0ÞuLRhLR

ou
on

� �
LR

� bð0ÞghLR

oh
on

� �
LR

þ gðS0 � SfÞLR;

oh
ot

� �
0

¼ �bð0ÞðhLRÞ2
ou
on

� �
LR

� bð0ÞuLRhLR

oh
on

� �
LR

� kuLRhLR;

ð3:34Þ
where (Æ)LR denotes the left (m = 1) or the right (m = 6) sector.

3.6.2. Sonic case

In this case, (3.31) is meaningless and we resort to the characteristic coordinates (a,b) in a rarefaction fan as
introduced in Section 3.5 above. The idea is to express all variables in the CRW sector in terms of (a,b). In
particular, the line x = 0 is represented by the parametric curve a(t),b(t) with a(0),b(0) = (0,bs), b* 6 bs 6 1
(geometrically, it means that the line is tangent to the C� characteristic b = bs). To determine bs, recall that
for this characteristic line dx

dt ¼ u� c ¼ 0, hence u = c (justifying the term ‘‘sonic’’). Combining the definition
b = j/jL, j = (gh3)1/2, and the Riemann invariant relation (3.7), we get
bs ¼
uL þ 2cL

3cL

� �3

: ð3:35Þ
Now, we employ the parametric representation x(a(t),b(t)) = 0 for the cell-interface point in the CRW, so that
by the chain rule Eq. (3.32) is replaced by
oQ
ot

� �
0

¼ oQ
oa
ð0; bsÞa0ð0Þ þ

oQ
ob
ð0; bsÞb0ð0Þ: ð3:36Þ
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The terms on the right side of (3.36) are either known, or can be derived from the resolution of the CRW in
Section 3.5 above. In particular, a 0(0) and b 0(0) are given by
a0ð0Þ ¼ �bð0ÞjLb1=2
s ;

b0ð0Þ ¼ 1

2
bð0Þb1=2

s

oðhcÞ
oa
ð0; bsÞ �

oðhuÞ
oa
ð0; bsÞ

� �
:

ð3:37Þ
Regarding t(a,b) as a function along (a(t),b(t)) we differentiate the identity t = t(a(t),b(t)) with respect to t.
Using (3.19), we get at t = 0
1 ¼ ot
oa
ð0; bsÞa0ð0Þ þ

ot
ob
ð0; bsÞb0ð0Þ ¼ �½bð0ÞjLb1=2

s �
�1a0ð0Þ;
which proves the first equation in (3.37). The detailed derivation of the second equation may be found in [1,2]
or [3], and since it is more involved we omit it here. Using (3.37), the sonic condition u(bs) = c(bs) and the
characteristic relations (3.6), we get
b0ð0Þ ¼ � b1=2
s

4
hðbsÞbð0Þ

ou
oa
ð0; bsÞ þ

bs

2
kuðbsÞ �

cL

hL

b�1=3
s ðS0 � SfÞ

� �
; ð3:38Þ
where all terms on the right are known functions of bs. In particular, ou/oa at (0,bs) is obtained by taking
b = bs in (3.23). From the explicit expression h = hLb2/3 we obtain the derivative
oh
ob
ð0; bsÞ ¼

2

3
hLb�1=3

s : ð3:39Þ
The corresponding derivative for u is obtained by using the characteristic relations (3.6)
ou
ob
ð0; bsÞ ¼ �

2

3

c0

bs
þ k

cL

hL

b1=6
s �

cL

h2
L

b�1=2
s ðS0 � SfÞ; ð3:40Þ
and oh
oa is given by (3.25).

Substituting u or h for Q in (3.36), and using the foregoing expressions for a 0(0), b 0(0) and the partial deriv-
atives of u,h with respect to a,b, we get the necessary time-derivatives in the sonic case.
4. The GRP numerical scheme

The outline of the GRP scheme for the shallow water system (1.1) given in Section 1, was followed by a
presentation of the analytic components of the method in Sections 2 and 3. Here we complete the scheme
description by giving a step-by-step account of the shallow water GRP computational algorithm. The time-
integration cycle of the conservation laws from tn to tn+1 according to (2.1), (2.2) starts (Section 4.1) by updat-
ing the former (tn�1) slopes to the present initial time-level (tn), and is followed by subjecting these slopes to
monotonicity constraints (Section 4.2). In order to obtain the well-balanced property, the height (h) slopes are
given in terms of water-level (f = h + Z) slopes (Section 4.3). The GRP data is then set up at all cell-bound-
aries (Section 4.4), and the solution to each associated Riemann problem is evaluated by an iterative solver
(Section 4.5). The solution to the GRP at cell-boundaries in the Eulerian system is then evaluated (Section
4.6), leading to the completion of the computational cycle by evaluation of the time-centered fluxes (2.2)
and the finite-difference integration according to (2.1).
4.1. Slope updating

The GRP method is based on a piecewise-linear approximation of flow variables per cell. An auxiliary state
variable ‘‘slope’’ defined as the difference in the cell endpoints values is introduced, say DQn

i for the variable Qn
i

in cell i at time tn. At the beginning of the integration cycle tn! tn+1 the slopes are updated by the finite-dif-
ference relation
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DQn
i ¼ DQn�1

i þ ðtn � tn�1Þ oQ
ot

� �n�1

iþ1
2

� oQ
ot

� �n�1

i�1
2

" #
; ð4:1Þ
where it is noted that the former integration cycle was tn�1! tn. The time-derivatives at the cell-boundaries
i� 1

2
; iþ 1

2
in (4.1) were derived by the GRP analysis (Section 3.6).

4.2. Slope limiting

We employ the slope limiter suggested by van Leer [15], which is designed to assure monotonicity of the
five-point sequence ½Qn

i�1;Q
n
i�1

2
;Qn

i ;Q
n
iþ1

2
;Qn

iþ1�. The limiting algorithm can be written as
DQn
i ¼ minmod DQn

i ; 2ðQn
i � Qn

i�1Þ; 2ðQn
iþ1 � Qn

i Þ
 �

: ð4:2Þ
Following the slope limiting, cell-boundary values are evaluated by
Qn
iþ1

2;L
¼ Qn

i þ
1

2
DQn

i ; Qn
iþ1

2;R
¼ Qn

iþ1 �
1

2
DQn

iþ1; ð4:3Þ
and serve as part of the GRP data at xiþ1
2

(indices L, R denote left,right side of the cell-boundary point,
respectively).
4.3. Balancing of gravitation source terms

The gravitational source term in H (1.1) raises an issue of ‘‘source–flux balancing’’, as pointed out by LeVe-
que [12]. By ‘‘imbalance’’ we refer to the truncation error obtained in the case of a quiescent flow IVP with
varying bed elevation (i.e., u(x, 0) = 0, h(x, 0) + Z(x) = constant, while Z(x) is non-uniform). In order to meet
the ‘‘well balanced’’ property, the foregoing procedures for slope updating and limiting are applied to the flow
variables u and f = h + Z, rather than to u and h. The h slopes are then recovered by Dh = Df � DZ as in the
SGM method [17].

First, the bed elevation is discretized as piecewise-linear in cells, with mid-cell values taken as the average of
cell-boundary values, i.e.,
Ziþ1
2
¼ Zðxiþ1

2
Þ;

Zi ¼
1

2
ðZi�1

2
þ Ziþ1

2
Þ;

DZi ¼ Ziþ1
2
� Zi�1

2
:

ð4:4Þ
Then, the discretized water level at the initial time level tn is set up as
fn
i ¼ hn

i þ Zi; ð4:5Þ
and the slopes of h are updated to tn according to (4.1), without subjecting them to the monotonicity constraints

(4.2). Now we express the updated f slopes as
Dfn
i ¼ Dhn

i þ DZi; ð4:6Þ

and subject Dfn

i to the monotonicity constraint (4.2). The procedure is concluded by deriving the updated h

slopes as
Dhn
i ¼ Dfn

i � DZi: ð4:7Þ
The slope integration and subsequent limiting are thus performed for Dun
i , Dfn

i according to (4.1), (4.2), and
the slopes Dhn

i are then given by (4.7) above. The key idea is that Dhn
i should not be subjected to the mono-

tonicity constraints, so that in the equilibrium case where f = constant and Df = 0, the slopes for h would ad-
here exactly to the bed slopes, i.e., Dhn

i ¼ �DZi.
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4.4. GRP data at cell-boundaries

The GRP data (see Section 3.3) consists of the values of flow variables on either side of cell boundaries,
along with the respective gradients. The data for the associated Riemann problem consists of the values of
h,u on either side of the grid point, obtained by extrapolation of mid-cell values according to (4.3). For main-
taining the well-balanced property (SGM modification), the bed profile gradients at cell boundaries xiþ1

2
are

given not by Z 0ðxiþ1
2
Þ, but rather by those of the piecewise-linear profile (4.4), i.e.,
oZ
ox

� �
iþ1

2;L

¼ �ðS0Þiþ1
2;L
¼ DZi

Dxi
;

oZ
ox

� �
iþ1

2;R

¼ �ðS0Þiþ1
2;R
¼ DZiþ1

Dxiþ1

:

ð4:8Þ
Thus, the bed slope values S0 appearing in the GRP analysis of Chapter 3 should be replaced by the corre-
sponding ‘‘one-sided’’ slopes given in (4.8).

The point-centered values of flow variables are given by substituting u or h in (4.3). The n-gradients
required in the GRP analysis are approximated by the finite-difference expressions
ou
on

� �
iþ1

2;L

¼ Dui

hiþ1
2;L

Dsi
;

ou
on

� �
iþ1

2;R

¼ Duiþ1
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2;R

Dsiþ1

;

oh
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iþ1

2;L

¼ Dhi

hiþ1
2;L

Dsi
;

oh
on

� �
iþ1

2;R

¼ Dhiþ1

hiþ1
2;R

Dsiþ1

;

ð4:9Þ
where Dsi is the channel area integral given in (2.1).
4.5. Solution of associated Riemann problem

Let the associated Riemann problem data obtained by (4.3) be VL = [hL,uL]T, VR = [hR,uR]T, for the left,-
right sides of a grid point, respectively. The solution to this RP is the mid-state V* = [h*,u*]T, as explained in
Section 3.2. The algorithm for computing V* is readily formulated as follows. Let the left,right interaction
curves be u(h) = IL(h), u(h) = IR(h), respectively. Each curve consists of a rarefaction branch (Eq. (3.7)) and
a shock branch (Eq. (3.9)). Interaction curves are monotonically increasing (right), or monotonically decreas-
ing (left). This enables pre-determination of the branch on which the intersection point V* lies. For example, if
hR < hL then IL(hR) > uR implies that V* lies on the shock branch of IR(h), and so on (see [3, Appendix C]).
Once the branches are known, the actual value of V* is readily calculated by the Newton–Raphson iterative
method. We also note that since the shallow water Riemann problem can be readily solved as outlined here,
there is no incentive to seek an approximate Riemann solver.

4.6. The Eulerian GRP solution

Once the associated RP at a cell boundary point has been solved, the solution of the respective GRP is given
in terms of the time-derivatives of u* and h* along the ‘‘contact path’’ n 0(t) = u*. These are obtained by solving
the pair of linear equations (3.12) that express the ‘‘second-order coupling’’ between the left-side and right-side
waves. Mapping back to the Eulerian framework, as outlined in Section 3.6, we evaluate the time-derivatives

of U and the time-centered variables U
nþ1

2

iþ1
2

and fluxes FðUÞnþ
1
2

iþ1
2

, GðUÞnþ
1
2

iþ1
2

according to (2.2). The mid-cell time-

centered value of H is expressed implicitly as HðUnþ1
2

iþ1
2

Þ with U
nþ1

2

iþ1
2

¼ 1
2
ðUn

i þUnþ1
i Þ, requiring a predictor-correc-

tor iteration of the time-integration (2.1). This completes the setup for calculating the time-integrated values

according to the GRP finite-difference approximation (2.1), (2.2).
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5. Numerical examples

The GRP scheme presented here is designed to solve numerically the one-dimensional shallow water equa-
tions that govern unsteady flow in rectangular cross-section channel (1.1). These equations contain terms due
to a smoothly varying channel width and bed elevation, as well as a term modeling the shear stress at the wet-
ted perimeter. The five examples considered here contain various combinations of these terms, and refer to
either steady or unsteady flow, as summarized in Table 1.

In the following we discuss separately each of the five examples, using for the numerical computation an
equally spaced grid and a constant time step complying with the Courant–Friedrichs–Levy stability condition.
We note that units are everywhere in the MKS system unless otherwise specified. In all cases the computed
results are shown as points, and the exact or accurate distribution is shown as a line-curve.

5.1. Planar dam break

Consider the flow resulting from an abrupt breach of a dam separating the two uniform states:
[hl,ul] = [10, 0] on the left and [hr,ur] = [0.1,0] on the right. The computational domain [0,2000] was divided
into an equally spaced grid of 100 cells, with the dam located at the mid-point x = 1000. The constant time
step was Dt = 1.25, corresponding to a CFL ratio of (c + juj)Dt/Dx 	 1, and the computation was performed
to the final time of t = 50. The channel width was b(x) = 1 and the source terms related to bed profile and
friction vanished (H = 0).

This initial value problem for (1.1) is known as a Riemann problem and its exact (self-similar) solution is
readily obtainable (Section 3.2). The flow field consists of a right-facing shock and a left-facing rarefaction.
The computed depth and velocity are shown in Fig. 5, where the smooth line is the exact solution.
Table 1
Features of the numerical examples

Example Steady flow Varying width Varying elevation Friction

1. Planar dam break No No No No
2. Radial dam break No Yes No No
3. LeVeque’s test No No Yes No
4. Channel flow I Yes Yes No No
5. Channel flow II Yes Yes Yes Yes

Fig. 5. Planar dam break: water level and velocity.



146 A. Birman, J. Falcovitz / Journal of Computational Physics 222 (2007) 131–154
This is a severe test problem since the relatively high initial depth ratio of 100:1 produces a strong rarefac-
tion wave with a transition from subcritical to supercritical flow at the location of the collapsed dam
(x = 1000). At this sonic point the flow is critical, and some numerical schemes were found to erroneously pro-
duce a discontinuous solution (see [18]). The GRP results (Fig. 5) adhere quite well to the exact solution and in
particular are smooth at the sonic point.

In a survey of explicit numerical schemes, Zoppou and Roberts [18] have used this dam break problem for
an accuracy test, with an L1 error norm defined as
L1 ¼
Pk

j¼1jcj � CexactðxjÞjPk
j¼1jCexactðxjÞj

; ð5:1Þ
where cj is the numerical solution at node j and Cexact(xj) is the corresponding exact solution. That survey was
conducted with 100 computational cells, as in our test run here. Based on norm (5.1), a scheme figure of merit
LI

1 was defined as the following inverse norm ratio
LI
1 ¼ L1ðLax–FriedrichsÞ=L1ðSchemeÞ;
where the values of the Lax–Friedrichs norm were L1 = 0.0476 for the water-depth and L1 = 0.186 for the
velocity. The values of inverse norms obtained for the present GRP scheme and for the direct-Eulerian version
[13] (we thank the authors for the numerical data) were in the range of 9–10 for h and 17–20 for u; small dif-
ferences between the two schemes were due to secondary features such as slope monotonization. The inverse
norms obtained for other explicit schemes [18] were no higher than about 1/3 of the respective GRP values.

5.2. Radial dam break

Our quasi-one-dimensional scheme is now applied to the two-dimensional flow resulting from an abrupt
breach of a circular dam confining a cylindrical body of water. The initial data, grid spacing, final time are
taken to be those of Zoppou and Roberts [19], who computed this flow in a rectangular domain using the
2D WAF scheme [5]. Here the computation domain [0, 100] is divided into an equally spaced grid of 100 cells.
The time step is Dt = 0.05, and the computation is performed to the final time of t = 2. Radial symmetry is
obtained in our 1D setting by taking b(x) = 2px.

Contrary to the planar dam break, this problem has no exact solution. Therefore, h(x, 2) and Fn(x, 2) com-
puted with 100 cells are shown in Fig. 6 along with the corresponding profiles obtained by a highly resolved
computation (1000 cells). Note that the finite-difference integration of the flux term b(x)F in (2.1) is fully incor-
porated into the GRP conservation laws formulation, whereas some other 1D schemes (e.g., [19,5]) are formu-
lated as plane-symmetric conservation laws, where the added ‘‘geometrical source term’’ [b 0(x)/b(x)]F requires
a time-split integration.
Fig. 6. Radial dam break: water level and Froude number.
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5.3. LeVeque’s perturbation test

In this test problem [12] a localized initial perturbation of the water surface level produces waves that later
interact with the steep channel bed profile:
ZðxÞ ¼
0:25½cosðpðx� 0:5Þ=0:1Þ þ 1� if jx� 0:5j < 0:1;

0 otherwise:



ð5:2Þ
The initial data is a quiescent state with a flat water level perturbed by the localized square-wave
fðxÞ ¼ hðxÞ þ ZðxÞ ¼
1þ � if 0:1 < x < 0:2;

1 otherwise:



ð5:3Þ
Here system (1.1) is solved for a channel of constant width, a gravity acceleration g = 1, and two levels of per-
turbation: � = 0.01, � = 0.20. The computational domain [0,1] is divided into an equally spaced grid of 100
cells, the time step is Dt = 0.001, and the computation is performed to the final time of t = 0.7. The water sur-
face level at the initial and final times for � = 0.01 and � = 0.20 are shown in Figs. 7 and 9, respectively. The
velocity profile and the enhanced-scale water surface level profile for the two perturbation values are shown in
Figs. 8 and 10, along with reference curves obtained by a well-resolved computation (1000 cells). In order to
avoid reliance on ‘‘non-reflecting boundary conditions’’ at x = 0 we have extended the computation domain to
[�1,1], keeping the same mesh size 0.01 (in the figures only the interval 0 < x < 1 is shown). Our results for the
two test cases are comparable to those of LeVeque [12] and Li and Chen [13]. We have also rerun the problem
for the zero-perturbation case (� = 0), obtaining exactly the flat-surface solution ([h,u] = [1, 0]) at t = 0.7. Our
Fig. 7. LeVeque’s perturbation test � = 0.01: water level and bed profile.

Fig. 8. LeVeque’s perturbation test � = 0.01: water level and velocity.



Fig. 10. LeVeque’s perturbation test � = 0.20: water level and velocity.

Fig. 9. LeVeque’s perturbation test � = 0.20: water level and bed profile.
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verification was by simply inspecting the computed values of the velocity, which was found to be zero to within
the digital round-off error (	10�12). This confirms that our finite-difference GRP scheme (2.1) is well-
balanced.

5.4. Channel flow I

Consider the flow in an open converging–diverging channel with a flat bed and zero shear stress. Let the
width function in the interval [0,1000] be given by
bðxÞ ¼ 10� 64
x

1000

� �2

� 2
x

1000

� �3

þ x
1000

� �4
� �

ð5:4Þ
as shown in Fig. 11.
The exact solution is readily obtained by integrating the governing equations for steady smooth flow in a

flat channel of variable width. As function of the flow Froude number, the solution for the water depth is given
by
h ¼ ho 1þ 1

2
Fn2

� ��1

; ð5:5Þ
with ho denoting the depth at a virtual cross-section where the Froude number vanishes. Thus, the solution for
the smooth part of the flow is readily obtained in a parametric form as function of the Froude number. In a
flow containing a hydraulic jump, this ‘‘isentropic flow’’ solution is valid separately on either side of the jump
(with different values of ho). Assuming a hydraulic jump at the diverging part of the channel, and using the



Fig. 11. Channel flow I: width contour b(x), and Froude number at large time.
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appropriate jump conditions, our particular solution is obtained for the following conditions. Flow entry
depth h(0, t) = 1.4691, discharge value Q = 20 m3/s, exit water depth h(1000, t) = 1.2850. By iteratively match-
ing the given exit water depth, this solution is found to contain a hydraulic jump at x = 828.43. The obtained
flow thus accelerates smoothly from subcritical to supercritical in the domain 0 < x < 828.43, going through
critical speed (Fn = 1) at the throat (x = 500). At x = 828.43 the flow undergoes transition to subcritical
through a hydraulic jump, as indicated by the (exact) Froude number profile shown in Fig. 11.

The initial conditions for the numerical solution are the smooth profiles h(x, 0) = 1.4691 and u(x, 0) = Q/
(b(x)h(x, 0)). The boundary conditions prescribed at the entry point are the exact depth h(0, t) = 1.4691 and
velocity u(0, t) = Q/h(0, t), while at the exit point only the exact depth h(1000, t) = 1.2850 is prescribed. The
steady-state profiles of Fn,h,u, computed with equally spaced 32 computational cells are shown in Figs. 11,
12, and agree well with the exact solution. Note that, although the width b(x) and the initial values of the flow
variables h(x, 0), u(x, 0) are smooth functions of x, the hydraulic jump, which is part of the steady-state solu-
tion, is produced by the time-integration to large time. The present example is quite similar to a converging–
diverging steady channel flow with hydraulic jump calculated by Garcia-Navarro et al. [8] and later by Váz-
quez-Céndon [16]. Our scheme, however, calculates this problem without using an extra dissipation step as in
[8], or a modified discretization of source terms as in [16].

5.5. Channel flow II

This steady flow problem was devised by MacDonald et al. [14] as a benchmark for numerical schemes. It
contains the full array of source terms in the shallow water equations (1.1), i.e., varying channel width, varying
Fig. 12. Channel flow I: water depth and velocity at large time.
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bed elevation, and friction. By MacDonald’s method, the steady flow solution to (1.1) is constructed in a
‘‘reversed’’ way. First, the channel contour b(x), water depth profile h(x), and friction model (Sf as function
of flow variables) are selected. Then, the flow velocity u(x) and the bed profile Z(x) are determined as steady
solution to (1.1).

For the present test problem the width contour b(x) is taken as that of the former example (Eq. (5.4), see
also Fig. 11).

The depth profile, containing a hydraulic jump at the channel mid-point, is then specified as function of x

by
hðxÞ ¼
� 1

40
þ 1þ 2 x

1000
� 1

2

� �2
h i�1

0 6 x 6 500;

a0 exp x
4000
� 1

4

� �
þ
P3
k¼1

ak exp 15k � 30k x
1000

� �
500 < x 6 1000;

8>><
>>: ð5:6Þ
where a0 = 1.5, a1 = �0.230680, a2 = 0.248267, a3 = �0.228271.
The dimensionless friction term Sf is modeled by the Manning formula
Sfðx; tÞ ¼ g2uðx; tÞjuðx; tÞj 2

bðxÞ þ
1

hðx; tÞ

� �4=3

; ð5:7Þ
where g is the empirical Manning resistance coefficient.
Next, the steady flow velocity is expressed in terms of the steady discharge relation u(x) = Q/b(x)h(x). Now,

by reducing the momentum equation in (1.1) to the steady case, the following expression for the bed slope
S0(x) is obtained
S0ðxÞ ¼ SfðxÞ þ 1� u2ðxÞ
ghðxÞ

� �
h0ðxÞ � u2ðxÞ

g
b0ðxÞ
bðxÞ ; ð5:8Þ
where Sf(x) is the steady version of (5.7). Finally, the bed elevation Z(x) is obtained by quadrature from the
relation Z 0(x) = �S0(x) (with Z(1000) = 0), where S0(x) is given by (5.8).

The particular data for the present test case is a flow discharge rate of Q = 20 [m3/s] and a Manning resis-

tance coefficient g ¼ 0:02 ½s=m
1
3�. The exact bed elevation and water surface level for the resulting flow are

shown in Fig. 13, where we also show the exact and computed distributions of the Froude number. The com-
putation was performed on a grid obtained by dividing the interval [0,1000] into 39 cells of equal length. The
initial conditions were h(x, 0) = 1.5 and u(x, 0) = Q/b(x)h(x, 0). The boundary conditions consisted in prescrib-
ing the exact values of h at the two endpoints, and the exact value of u at the left endpoint (x = 0). The time
step was Dt = 1.6 (the CFL stability condition would limit the time step to Dt 	 3.2) and the integration was
performed to the (large) time t = 2000, obtaining steady results. The computed distributions for the water
depth h and velocity u are shown in Fig. 14, and agree well with the exact solution.
Fig. 13. Channel flow II: bed profile, water level, and Froude number at large time.



Fig. 14. Channel flow II: water depth and velocity at large time.

Fig. 15. Channel flow II: flow discharge at large time.
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As in the previous example, the smooth initial distribution of flow variables has evolved into a (large time)
steady solution that contains a hydraulic jump. The computed discharge value was constant throughout the
domain, and in particular across the hydraulic jump, as shown in Fig. 15. The relative discharge deviation of
0.6% results from not imposing the exact inflow boundary condition, but rather specifying the exact inflow as
the left-side data for the generalized Riemann problem at the leftmost point. The results indicate that the GRP
scheme adheres closely to a conservation laws formulation. Note that in a study by Delis et al. [7], where sev-
eral finite-difference methods (MUSCL and some implicit TVD schemes) were applied to similar test problems
(also due to Macdonald et al. [14]), significant discharge fluctuations were observed near the hydraulic jump.
6. Concluding remarks

The subject of this article is the GRP method for the shallow water equations that govern unsteady flow in
long channels of locally rectangular cross-section. This system is quasi-one-dimensional, and includes the
effects of smoothly varying width and bed elevation; a shear stress at the channel–fluid interface is accounted
for by the Manning friction model. The proposed GRP method is a second-order accurate extension to the
classical Godunov-scheme, using at each cell-interface the analytic solution to a generalized Riemann problem
(GRP), which is the initial value problem for the full PDE with piecewise-linear data in cells. It treats the geo-
metric terms corresponding to varying width and bed elevation in a novel way. The variable width is fully
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included in the upwind second-order differencing of the homogeneous part of the considered system. In par-
ticular, no time-splitting or fractional time step technique are required to handle source terms arising from
considering the constant-width system as the homogeneous part of the PDE. The bed slope source term is han-
dled by the Surface Gradient Method (SGM) of Zhou et al.[17] which has been incorporated into the GRP
framework. It has been shown that the resulting scheme possesses the Z-property (as does the original
SGM), meaning that it exactly replicates a state of quiescent flow in a channel of varying bed elevation.
Another novel feature of GRP is that the second-order component of the state time-derivative reflects the
effect of the full PDE, rather than just its homogeneous part. These features produce accurate high-resolution
solutions for quasi-1D problems (including cylindrical symmetry), as demonstrated by an array of channel
flow problems.

To test the scheme, five sample problems are considered in detail. They include various combinations of
variable width, variable bed elevation and friction modeling of shear stress. The first problem is an unsteady
dam break flow in a constant-width flat bed channel, for which an error norm was evaluated (using the exact
solution) and compared to errors published for other schemes. The second is an unsteady cylindrical dam
break with a flat bed; the GRP solution compares favorably to an accurate numerical one. The third is LeVe-
que’s perturbation test problem with bottom topography, where the GRP solution seems comparable to solu-
tions obtained by other schemes, demonstrating the Z-property of our scheme. The fourth is a steady-state
flow in a flat-bed channel of variable width, with boundary conditions that produce a hydraulic jump at large
time; it compares quite well to the exact solution. Finally, the fifth example is a steady flow where all features
appearing in the governing equations – variable width, bed profile and friction are included. The computed
large time results show remarkable agreement with the exact solution, and the constant discharge demon-
strates convergence.
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Appendix A. Proof of scheme compliance to Z-property

We claim that the time-integration of the governing equations by the computational procedure presented in
Section 4 replicates a state of quiescent flow, where the initial water level f(x, 0) = h(x, 0) + Z(x) = constant
and the initial velocity u(x, 0) = 0. Since the scheme is of second-order accuracy, the maintenance of an equi-
librium state requires that both first-order and second-order terms vanish. The proof of this claim is two-
staged: First, it is shown that the time-derivatives of h,u at cell-boundary points vanish, and hence, by
(2.2), the mid-point values U

nþ1
2

iþ1
2

are identical to the respective first-order values Un
iþ1

2
. Second, it is shown that

the subsequent integration by the finite-difference relation (2.1) leaves a state of hydrostatic equilibrium
unchanged.

Clearly, the water-level (f) and depth (h) reconstruction procedure according to steps (4.4)–(4.7) replicates
the initial flat surface. Hence, the resulting data for the point-centered associated RP’s at cell boundaries is
continuous, i.e., un

iþ1
2;L
¼ un

iþ1
2;R
¼ 0, hn

iþ1
2;L
¼ hn

iþ1
2;R

. With this data the solution to associated RP’s at cell bound-

aries (see Section 4.5) is the identity solution (u* = 0, h� ¼ hn
iþ1

2;L
¼ hn

iþ1
2;R

). It follows that the (x, t) trajectories

of cell-boundaries points are dx/dt = dn/dt = 0 (i.e., in the range of Sectors m = 3,4 in Fig. 4). The respective
Eulerian time-derivatives of u,h are hence given by (3.33) in terms of the Lagrangian time-derivatives of u*,h*,
which are in turn given by (3.12). Therefore, in order to prove that the Eulerian time-derivatives at cell bound-
aries vanish, all we have to show is that in a state of equilibrium the coefficients dL,dR appearing in (3.12),
vanish.
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Consider the shock case, with the coefficient dR given in (3.16). At equilibrium g = 1 and u* = 0, so that the
expression for dR reduces to dR ¼ Lhh0R þ ðLS þ gÞS0. In this case LS + g = 2g, Lh = �2b(0)ghR, and since
h0R ¼ ðoh=oxÞR=ðbð0ÞhRÞ we get
dR ¼ �2g
oðhþ ZÞ

ox

� �
R

: ðA:1Þ
By virtue of the ‘‘one-sided’’ expressions for the Z-slopes in (4.8) and the h-slopes in (4.9), the derivative in
(A.1) vanishes and so does dR.

In the CRW case where the coefficient dL is given by (3.29), we notice that since u* = 0 and b* = 1, the
expression for dL reduces to dL = �jLb(0)a(1). It is thus left to be shown that a(1) = 0 in a state of equilibrium.
We start out from the expression (3.22) for a(1), which since u0L ¼ 0 and Sf = 0, reduces to
að1Þ ¼ ðcL=hLÞh0L þ ðg=h3

LÞ
1=2Z 0ðxÞ=bð0Þ. Using the Lagrange-to-Euler relation for the h-derivative as for h0R

above, we finally get
dL ¼ �g
oðhþ ZÞ

ox

� �
L

: ðA:2Þ
As before, the spatial derivative in (A.2) vanishes, and hence dL vanishes.
These results have in fact motivated the ‘‘one-sided’’ expressions (4.8), (4.9) for the slopes of h and Z. More-

over, it also prompted the six-sector division in Fig. 4 where a virtual contact-discontinuity (moving at velocity
u*) is retained.

We now turn to the time-integration of h, hu according to the finite-difference relation (2.1). Since the solu-
tion to associated RP’s in this case is un

iþ1
2
¼ 0, hn

iþ1
2
¼ hn

iþ1
2;L
¼ hn

iþ1
2;R

, the time-derivative for h in (2.1) clearly
vanishes, and the time-derivative for (hu) reduces to
ðhuÞnþ1
i � ðhuÞni

Dt
¼ g

Dx
hn

iþ1
2
� hn

i�1
2

� � 1

2
hn

iþ1
2
þ hn

i�1
2

� �
� hn

i

� �
¼ 0; ðA:3Þ
where we have used (S0)i = �DZi/Dx, and by (4.7) we have in this case �DZi ¼ Dhn
i ¼ ðhn

iþ1
2
� hn

i�1
2
Þ (since here

Dfn
i ¼ 0).
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